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CHAPTER 

Analysis of a Novel Weighted-Priority Task 
Scheduling Algorithm in Cloud Computing through Simulation 

Bhawna Taneja*, Dr. Rajender Nath** & Bharat Chhabra*** 

ABSTRACT 

The idea of Cloud Computing is to enable its users to exploit the full spectrum of available 
resources to match the varying requirements of their jobs. This capability of delivering the services by the cloud is practically feasible only if it is supported by some efficient task scheduling algorithm at the Virtual Machine level. This paper examines the available literature in this 
direction and also proposes a new weighted-priority algorithm for scheduling the clorudlets. 
The algorithm has also been simulated using CloudSim toolkit to analyze its performance 1 varying workload conditions. 

Keywords: Cloudlet, CloudSim, Virtual Machine.

1. Introduction 

With the rapid growth of virtualization and wide deployment of cloud computing technologies, the quantum of tasks arriving at any cloud are increasing steeply. 
all tasks need to be carefully serviced by the cloud resources to maintain the acceprao
throughputand hence profits. This responsibility is borne by efficiernt task scheduling 
algorithms for deciding the number of resources and timingfor allocation of resources 
to a task. The available task scheduling algorithms may be classified as static or dynam 

algorithm, pre-emptive or non-preemptive algorithm and centralized or ddhese algorithms etc. A lot of research has been carried out by researchers in eaci 
categories of algorithms. Despite of some algorithm being a descendant of any um the major goals for each one of these is to achieve maximum throughput rae bers and makespan time, maximum resource utilization rate, meeting the SLA Pai 

ory, 

and eters
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QoS parameters for each task. The idea of this keynote paper is to highlight the major

features of these already available priority aware task scheduling algorithms and to 

propose a newly developed weighted-priority task scheduling algorithm. 

2. Related Work 

To meet the varying demands of different jobs, priority algorithms that are based on 

priority values of jobs and resources, have to select one more prior task before other 

tasks for execution. The decision of setting the priority value of one resource or task 

may be dependent on several factors such as bandwidth or memory requirements, 

QoS requirements, SLA requirements etc. 

The authors[2] proposed scheduling algorithm that integrated prioritization of task 

as per bandwidth requirements and then follows SJF algorithm for allocation of the

resources to user tasks. Authors used CloudSim framework to simulate the algorithm 

and compared the results with existing algorithms for evaluation. 

A new priority based job scheduling algorithm based on the theory of Analytical1 

Hierarchy Process (AHP) was proposed by [1]. It was based upon a comnparison matrix.

The algorithm considered priority at three levels namely at scheduling-level, resources 

level and job level. They have verified the algorithm using an example considering3 
resources and 4 jobs and compute makespan for the algorithm. 

A user-priority Guided Min-Min scheduling algorithm was proposed by [3]. The objective 
of the algorithm was to overcome the limitation of load unbalancing in traditional 

Min-Min scheduling algorithm. The authors proposed two task scheduling algorithms 
namely (Load Balance Improved Min-Min) LBIMM and PA-LBIMM (User-Priority Aware 
Load Balance Improved Min-Min). LBIMM does not consider user priority and only 
load balanced the resources whereas PA-LBIMM algorithm considered the user priority. 
They divided the tasks into two groups namely G1 and G2, G1 for VIP user tasks and 
G2 for ordinary tasks. Min- Min algorithm was used to schedule all the tasks in G1 
first followed by tasks in G2. The authors simulated the algorithm using Matlab toolbox. 

The authors in the paper [4] utilizeda combination of Batch Mode Heuristic Priority 
and Round Robin scheduling for load balancing. They took load balancing factor as 
a heuristic priority factor. They calculated the load balancing factor of each server 
using a formula. This factor was updated after execution of each task. The authors 
allocated the jobs according to calculated priority and in Round Robin fashion so that 
workload across cloud is managed. 
A threshold based priority scheduling was proposed by [5]. They assigned the priority
to the job based on the submission time or type of job request. They further compared it with Shortest Job First Scheduling and Round Robin scheduling algorithm. 
3. Problem Formulation 

In the traditional Priority Task Scheduling algorithm, all of the submitted tasks are 
ranked from highest priority task to lowest priority task and according to these ranks,tasks are executed. The method of assigning the priority to each task is generally achieved
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a set of size m that represents the main memory of each VM in terms

7. 
f bytes. Ram(m)= {ram, ram.. ram where m å N and ram, is the ram of resource r, | 1 <=k <= m. 

oBandW is a set of m elements corresponding to the bandwidth of each VM. RandW(m) = {bw,, bw� ......, bwm, where m EN and bw, is the bandwidth of resource r, | 1<= k <= m. 

9 Pri_Task is a set of n elements that contains the computed priorities of tasks in T according to the proposed algorithm. Pri Task(n) = { pt, pt, ..pt,) where pt, is the computed value of priority of task t, 1 <= i <= n. 
10. Pri Res is a set of m elements which contains the computed priorities of resources in R according to the algorithm. Pri Res(m) = {pr,, pr,.., prm where pr, is the computed value of priority of resource r, 1 <= k <= n. 

Besides all these sets of elements, some static constants have also been used to represent 
the weights such as length_wt, filesize_wt and outputsize_wthave been used to represent the weight being assigned to length, filesize and outputsize properties of the submitted 
task and these have been initialized to 0.6, 0.3 and 0.1 respectively. Similarly, some 
other static constants have also been used to assign the weights to properties of VMs. 
These are mips_wt, ram_wt and bandwidth_wt. these are initialized to 0.5, 0.3 and 
0.2 repectively. The values for these constants have been carefully selected that indicates 
the weightage i.e. the impact factor of the respective feature of a task or VM. 

Algorithm 1: Weighted priority Algorithm 

Input: Task(n), Resource(1n) 
Step 1: 

nitialization: // assign weights to various attributes of task and of resource

Set length_wt = 0.6, filesize_wt = 0.3, outputsize_wt = 0.1 

Set mips_wt = 0.5, ram_wt = 0.3, bandwidth_wt = 0.2 

Step 2: // Computing the priority values for each task

Compute the priorities for each task t, in Task, where 1<=i<=n 

P length_wt * lt, + filesize_wt
* fst, +outputsize_wt * ost; 

/7 Computing the priority values for each resource Step 3: 

P mips_wt * mips, + ram_wt* ram, + bandwidth_wt * bw,

// Allocating the VM to each task according to priority. 

Ompute the priorities of each resource r, in Resource, where 1 <= k <=m 

Step 4: 
While set Task 1 

highest priority submitted task in set Tasknot empty, assign highest priority resource from set Resource to each
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Bind r, with t such that

(i) Pr pr where 1 <=j <= m, 1 <=k <= m and k < >j 

and

(ii) pt, pt, where 1 =i<=n, 1 <=q <= n and i < > 

5. Experimental Setup 

In order to evaluate the proposed weighted-priority task scheduling algorithm, it is 
simulated with CloudSim toolkit 3.0.3. [11] under various workload conditions. The 
algorithm has been simulated under three different workload conditions. 

Workload Condition 1 

Computing power of VMs is randomly selected from 3000, 4000 and 5000. Length of 

cloudlets is also assigned randomly from a range starting with 30000 instructions to 

50000 instructions. In this first workload condition, cloudlets were taken to be 100,

1000 and 10000 with 5 resources only. 

Virtual Madhine Bandwidth RAM Computing 
Power (MIPS) (Mbps) 

VM#1 2000 4400 2 

VM#2 4800 2400 2 

VM#3 3600 2100 2 

VM#4 4100 3300 

VM#5 2700 3000 

Comparison of MakeSpan using 5 VMs and scaling the 
Cloudlets 

45000 

40000

35000

30000 

25000 

20000 

15000 

10000

5000 

0 
100 Cloudlets 1000 Cloudlets 10000 Cloudlets 

Weighted Priority 383.59 3960.51 39501.14 
Random Prionty 433.59 3933.51 39186.64
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Analysis of 

Workload Condition 2 

load condition, 25 VMs are created with same randomly selected mips as 

In this worklo 

this irst experiment and 100,1000 and 10000 cloudlets respectively with randomlyassigned

taken in 
instru (30000 to 50000 instructions) are taken in submitted tasks list. assignea 

kecuting the algorithm with these specifications, figure 2 is drawn showing the By execu
espan. This figure clearly indicates that as we scaled up the VMs and cloudlets, the makespan increases linearly implying that algorithm is scalable. 

Bandwidth RAM VirtualComputing 
Power(MIPS) Computing 

Power(MIPS) 
Bandwidth RAMVirtual

Madine (Mbps) Machine (Mbps)
2000 4400 2 VM#14 2000 4400 2 VM#1 

4800 2400 2 VM#15 2000 4400 2 VM#2 

2000 4400 2 VM#16 2000 4400 2 VM#3 

4800 2400 2 VM#17 2000 4400 2 VM#4 

2000 4400 2 VM#18 2000 4400 2 VM#5 

2400 2 VM#19 2000 4400 4800VM#6 
4400 2 VM#20 2000 4400 2 2000 VM#7

2400 2 VM#21 2000 4400 2 4800VM#8 

4400 VM#22 2000 4400 2 2 2000VM#9

VM#23 2000 4400 2 4800 2400VM#10

2 2 VM#24 2000 4400VM#11 2000 4400

2 VM#25 2000 4400 2 4800 2400 VM#12 

VM#13 2000 4400 2 

Comparison of MakeSpan using 25 VMs and scaling the
Cloudlets 

9000

8000 

7000 

6000 

5000 

4000 

3000

2000 

1000 

0 10000 Cloudlets 1000 Cloudlets 100 Cloudlets 
7897.43 

788.62 Weighted Priority 
Random Priority 

74.6 8240.44

871.59 107.6
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Workload Condition 3 

In this last workload condition, the VMs and cloudlets are scaled up to make it a 
more realistic scenario. In this experiment, Cloud based data center is created that has
250 VMs, each with heterogeneous RAM size, bandwidth and randomly selected mips 
as taken in earlier workload conditions and 100,1000 and 10000 cloudlets of different 
sizes (randomly selected between 30000 to 50000 instructions) are submitted to Datacenter 
and scheduled. The resulting figure 3 depicts the makespan. The important observation 
here is that some VMs may be equivalent, in terms of their computing power and 
bandwidth. 

Comparison of MakeSpan using 250 VMs and scaling the 
Cloudlets 

1000 

900 

800 

700 

600 

500 

400 

300 

200 

100 

100 Cloudlets 1000 Cloudlets 10000 Cloudlets 

75.1 789.59 
-Weighted Priority 
Random Prionty 

21.92 

39.15 113.1 883.09

6. Results and Discussioon 

In the workload condition 1, the percentage improvement in makespan of weighted 

priority algorithm over random priority algorithm is 12% for 100 cloudlets, -0.68% for 

1000 cloudlets and -0.80% for 10000 cloudlets. This initial jitter performance may De 
due to low load circumstances. Whereas in workload condition 2 of 25 VMs, the 

percentage improvement in makespan of weighted priority algorithm over random

priority algorithm is 30.67% for 100 cloudlets, 9.52 % for 1000 cloudlets and 4.17% tor 
10000 cloudlets. In the workload condition 3 of 250 VMs, the percentage improv 
in makespan of weighted priority algorithm over random priority algorithm is ** 
for 100 cloudlets, 33.6 % for 1000 cloudlets and 10.59% for 10000 cloudlets. So, 1t 

observed that the percentage improvement in the performance mnoves more steep 

as we scale up the tasks and resources. This also reveals the important characterSu 
of proposed algorithm of being scalable. 

ent 
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7. Conclusion and Future Work 

11Ser tasks were bound to select VMs using a set of computed priority 
In These priority values were computed for both tasks and VMs considering their 

In this paper, user task 

values. valueattributes such as length, filesize, outputfilesize for tasks and MIPs, RAM, Band muidth for VMs. Evaluation of the proposed algorithm was done through the nulation framework CloudSim 3.0.3. Results of this analysis indicate that the proposed s hm considerably improves the makespan as compared to random priority algorithm. 
rao proposed algorithm can further be investigated to compute its impact over #hroughput rate, average resource utilization, average waiting time, average response ime etc. Some other factors like geographical distribution of resources and tasks, heterogeneity of interconnection networks and various SLA parameters can also be taken into consideration for evaluation and comparison with other peer algorithms. 
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