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Multi-level region-of-interest CNNs for end to end speech recognition
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Abstract
Eflicient and robust automatic sp

systems ar

based pooling methods that performs sharp reduction in
region-based convolutional neural networks (R-CNNs)

the expected level. Therefore, a new pooling technique, multileve
the multilevel information from multiple ConvNet layers. The new

volutional neural network (MR-CNN). It is designed by simply placing
additional information from the multilevel C
me recognition. Phoneme error-ra

improves extracted features using
on TIMIT and Wall Street Journal (WSJ) datasets for phone

speech is 16.4% and 17.1% on TIMIT and WSJ datasets respective
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1 Introduction

In traditional ASR systems, feature extraction and acous-
tic modeling are done in two separate steps. Mostly speech
recognition systems divide the task into several subtasks. In
the first step, features are extracted from the speech signals
based on the task-specific knowledge of the phenomena.
Mel-frequency cepstral coeflicients (MFCC) (Davis and
Mermelstein 1990) and perceptual lincar prediction (PLP)
(Hermansky 1990) are the popular cepstral based feature
extraction techniques. In the second step. the conditional
probabilities of phonemes are calculated using either gen-

ve or discriminative models. Finally, sequence under

erati
ogramming

constraints is recognized using dynamic pr
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eech recognition (ASR) systems are in high demand i
¢ generally fed with cepstral features like mel-frequency ¢
However, some attempts arc also made in speech recognition to shift o
trogram using deep learning models. These approaches always claim that t
signal. Such systems highly depend on the excellent discrimin

ing nearly similar accents but they do not offer high recognit
outpu

ative power 0
jon rate. The main
t dimensionality i.e. at least
and Fast R-CNN were proposed b

ng - Feature extraction - Pooling - Raw speech - Spec

n the present SCENArio. Mostly ASR

epstral cocfficients and perceptual linear prediction.
n simple features like critical band energies or spec-
hey have the ability to train directly with the raw
f ConvNet layers to separd

reason for limited recognition rate i
75%. To improve the performance,
ut their performances did not meet

1 region of interest (Rol) pooling is proposed which pools
ly proposed architecture is named as multilevel Rol con-
Rol pooling layers after up to four coarsest layers. It
onvNet layers. Its performance is evaluated
te offered by this model on raw

ly which is slightly better than spectral features.

te two phonemes hav-
s stride

tral features

techniques. Although some advanced convolutional neural
network (CNN) based systems perform both feature learning
and acoustic modeling in a single step as shown inFig. 1. In
these systems, feature learning and acoustic modeling are
performed by CNN and decoding task is completed using
hidden Markov model (HMM). Abdel-Hamid et al. (2012)
applied CNNs concepts in frequency domain using mel-
frequency spectral coeflicients (MFSC) (i.e. with no dis-
crete cosine transformation) to learn efficient feature repre-
sentation by normalizing acoustic variations and achieved
improvement in phoneme recognition rate.

Efficient feature extraction has been highly demanded
in speech recognition research. The existing feature
extraction methods are divided into two broad catego-
ries i.e. cepstral based methods and raw waveform based
methods. Methods in the first category like MFCC and
PLP are based on sliding windows mechanism. They are
accurate enough but have high computational cost and
time. However, model in the second category like deep
learning models directly learn the features. In this cat-
egory, systems are directly fed with raw speech signals
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