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Abstract 

 
Due to drastic growth of digital data, data deduplication has become a standard component of modern backup systems. It reduces data 

redundancy, saves storage space, and simplifies the management of data chunks. This process is performed in three steps: chunking, 

fingerprinting, and indexing of fingerprints. In chunking, data files are divided into the chunks and the chunk boundary is decided by the 

value of the divisor. For each chunk, a unique identifying value is computed using a hash signature (i.e. MD-5, SHA-1, SHA-256), known 

as fingerprint. At last, these fingerprints are stored in the index to detect redundant chunks means chunks having the same fingerprint 

values. In chunking, the chunk size is an important factor that should be optimal for better performance of deduplication system. Genetic 

algorithm (GA) is gaining much popularity and can be applied to find the best value of the divisor. Secondly, indexing also enhances the 

performance of the system by reducing the search time. Binary search tree (BST) based indexing has the time complexity of 𝜃(log 𝑛) 

which is minimum among the searching algorithm. A new model is proposed by associating GA to find the value of the divisor. It is the 

first attempt when GA is applied in the field of data deduplication. The second improvement in the proposed system is that BST index tree 

is applied to index the fingerprints. The performance of the proposed system is evaluated on VMDK, Linux, and Quanto datasets and a 

good improvement is achieved in deduplication ratio.  

 
Keywords: Data Deduplication, Chunking, Fingerprints, Indexing, Genetic Algorithm  
 

1. Introduction 

The amount of digital data is increasing exponentially. It is 

estimated that 163.2 zettabytes of digital data will be produced in 

2025 [1]. In this big data era, management of this data deluge is an 

important and challenging task. Data deduplication is a successful 

data reduction approach that manages storage space by removing 

redundant data [2]. Thus it has increased attention in large-scale 

storage systems. It identifies duplicate contents by a 

cryptographically secured hash signature like SHA-1, MD-5 and 

performs data reduction by eliminating redundant data at chunk-

level. Data deduplication is performed in three key steps: chunking 

[3], fingerprinting [4], and indexing of fingerprints [5]. Data 

deduplication workflow is shown in figure 1 [6]. Chunking splits 

the input data stream into small pieces known as chunks. There are 

two different approaches to divide files into chunks: fixed size 

chunking and variable size chunking. Chunk size is an important 

factor because it decides the performance of the data deduplication 

system [7]. Deduplication detection ratio of variable-size chunks is 

better than fixed-size chunks. 

Various methods like BSW [8], TTTD [9], TTTD-S [10], Byte-

index [11], FastCDC [12] have been proposed to decide the chunk 

boundary. The size of chunks is generally decided by divisor ‘D’. 

The value of ‘D’ should be optimal to get better results. Genetic 

algorithm is an optimization technique based on the Darwinian 

theory of evolution [13]. Initially, it starts with a set of randomly 

generated chromosomes, then the processes like fitness-based 

selection and crossover are carried out to produce the next 

generation. During mating, chromosomes are chosen either 

randomly or according to their fitness then crossover process 

recombines the genetic material to produce the new chromosomes. 

This process is repeated either a fixed number of times or meeting 

the stopping criteria. By this way, a GA “evolves” a good solution 

to a given problem. It is also able to discover the divisor’s value for 

each dataset. In this process, first, one-tenth of the dataset is ‘split’ 

into subparts (the number of subparts ∝ size of the dataset). These 

subparts are called as chromosomes. By applying crossover and 

mutation operations, the chromosomes are optimized to get optimal 

value of divisor ‘D’. 

 

 

 

 

 

 

 

 

 

 

 
Figure 1: Data Deduplication Workflow 

After chunking process, cryptographically secure hash signature 

(e.g. MD-5, SHA-1, SHA-256) is applied on chunks to calculate 

their fingerprints [14]. This process is known as fingerprinting. 
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Fingerprint value for each chunk is unique. Only unique chunks are 

placed on the disk after verifying their uniqueness using their 

fingerprints and redundant chunks are only referenced with old 

chunks. Indexing is a way to organize fingerprints on disk. Various 

approaches have been proposed for on-disk index-lookup process 

but their search time and running cost are high. Indexing should be 

fast enough that it can check the uniqueness of any fingerprint in 

minimum time. Binary search tree is a good searching algorithm 

having search time of 𝜃(log 𝑛). In this proposed work, BST 

indexing tree is applied to arrange and search the fingerprints. It 

arranges the fingerprints in the form of a tree where fingerprints can 

be easily checked that they are unique or not. Hadoop is an open 

source framework that is used to manage and perform an operation 

on big data  [15]. It includes the HDFS, Hadoop common, Hadoop 

YARN, and Hadoop map-reduce. The main components of Hadoop 

are HDFS and map-reduce. HDFS is a master-slave architecture in 

which master contains information of name_node and job tracker. 

The slave contains the data node, task tracker, and map-reduce 

information. The performance analysis of proposed algorithm is 

performed for VMDK [16], Linux [17], and Quanto databases using 

Hadoop. The rest of this paper is organized as follows: In section 2, 

related work to data deduplication is discussed. Section 3 gives the 

idea of genetic algorithms. Binary search tree is discussed in section 

4. Section 5 represents the algorithm for proposed architecture. The 

experimental results are given in section 6 and in last, the paper is 

concluded with a brief summary in section 7. 

2. Related Work 

In this world, digital data is increasing rapidly. High growth rate of 

data causes the storage problem because the storage space is not 

increasing in same proportion. Therefore, the issue arises to adjust 

all data in the available storage space. So, the techniques like data 

compression, Huffman coding, data deduplication are used to 

manage the data well. Data compression technique compresses the 

data using various compression approaches like LZO [18], LZW 

[19] etc. Data deduplication is faster, more scalable, and efficient 

than compression approaches. Data deduplication is performed in 

two folds. First, identification and elimination of redundancy at 

chunk level using techniques like Rabin [20], BUZZ [21]. Second, 

identification of duplicate content by calculating hash-based 

fingerprints using techniques like MD-5, SHA-1, SHA-256. Data 

deduplication removes the duplicate chunks and keeps references 

to old chunks. 

Data deduplication was proposed in the 2000s to support global 

compression in large-scale storage systems at a much coarser 

granularity [22]. In the current scenario, data deduplication 

techniques are widely used to eliminate duplicacy at chunk level. 

First, the file-level deduplication [22] was proposed but later it was 

replaced by chunk-level deduplication [14] because of its better 

results. Low-bandwidth network file system (LBFS) was proposed 

to catch and remove duplicate chunks of variable size [23]. Venti 

was also proposed to eliminate duplicate chunks and saves storage 

space [14]. Variable-size chunking was employed by LBFS to find 

redundancy at chunk level whereas fixed size chunking was used 

by Venti. The chunking methods are mainly of two types: fixed size 

chunking and variable-size chunking. In fixed size chunking, 

constant size chunks are created from input data stream according 

to the offset of the content. A minor change in the data file can lead 

to the shift of boundaries for all chunk, which tends to generate a 

problem called as a boundary-shift problem. The chunks that 

contain slightly different content fail to deduplicate [23]. Variable-

size chunking divides the input stream into variable-size chunks 

according to the content itself, this solves the problem of boundary-

shift. It is most successful and widely used chunking method. Some 

popular variable size chunking algorithms are leap based chunking 

[24], bimodal chunking [25], multimodal chunking [26]. A new 

CDC algorithm, Asymmetric Extremum (AE) was proposed by 

Zhang et al. [27] that mainly focus to improve the chunking 

throughput and the chunk size variance. The limitations of Rabin 

fingerprint based CDC [20] and MAXP [28] algorithms are 

superseded by AE algorithm. After chunking process, the 

cryptographically secure hash-based signature is applied on each 

chunk to compute its fingerprint [29]. This process is known as 

fingerprinting. Fingerprinting technique simplifies the process of 

duplicate identification. MD-5 [30], SHA-1 [31], and SHA-256 

[32] are widely used cryptographic hash-based signatures that 

generate fingerprints to identify the identical chunks. SHA-1 is the 

highly used fingerprinting algorithm because its hash collision 

probability is very small or to be ignored. Venti [14], LBFS [23], 

iDedup [33], MAD2 [34], and DDFS [35] are SHA-1 based 

deduplication methods. ZFS [36] and Dropbox [37] are the systems 

that use stronger hash algorithm i.e. SHA-256 to reduce the risk of 

hash collision. More than 80% of the time overhead can be 

attributed to chunking (about 45%) and indexing (about 35%).  

3. Genetic Algorithm 

John Holland proposed an idea of GA to find the solution of 

problems that were computationally intractable [38]. He provided 

the theoretical and conceptual essentials related to the design of the 

GA. Highly modular nature of GA makes it straightforward to 

implement. It is a basically an optimization technique, originally 

powered by the Darwin theory of evolution through the genetic 

solution. GA operates on a population of artificial chromosomes. 

GA is constructed from a number of distinct tasks. Its main tasks 

are the chromosomes encoding, the fitness function, selection, 

recombination, and the evaluation scheme. GA operates on a 

population of chromosomes that are string representative of 

solutions to an individual problem. Any particular representation 

used for a given problem is called chromosomes. They are basically 

strings of finite alphabets. Each chromosome expresses a solution 

to a problem and has a fitness value, which measures how good a 

solution is to particular problem. The working architecture of 

genetic algorithm is shown in figure 2 [39]. 

Fitness: The fitness function is a mathematical formula that checks 

the quality of chromosomes i.e. fitness value, as a solution for given 

problem. 

Selection: The fitness value is a key factor in the selection of 

chromosomes for crossover. The selection operator in GA is applied 

for the selection of chromosomes for crossover on the basis of their 

fitness. Roulette wheel is a popular selection method that gives 

chance to each chromosome according to their fitness value.  

Recombination/Crossover: Recombination is the process by which 

the selected chromosomes from parent population are recombined 

together using one-to-one relationship to produce new 

chromosomes for next generation. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2: Working Architecture of Genetic Algorithm 
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Mutation: Mutation operator is applied to conserve the genetic 

diversity from one generation to next. The mutation value should 

be taken in small proportion. 

Evolution:  The processes of selection and recombination are 

repeated until the stopping criteria are not reached. 

GA usually performs better than traditional techniques to calculate 

the value of divisor ‘D’. Genetic algorithm can manage datasets 

with many features. They don’t need specific knowledge about the 

problem under study. 

4. Binary Search Tree 

When the fingerprints or hash values are static, linear indexing is 

efficient. In linear indexing, fingerprints are inserted or deleted 

rarely. But these changes are frequent in the large-scale storage 

system. As the volume of data increases, the total size of 

fingerprints will quickly overwhelm the main memory. This arises 

the problem of storing and indexing of these fingerprints on the 

disk. Indexing also helps in determining duplicate and non-

duplicate data chunks. Accessing throughput to on-disk fingerprint-

index is approximately 1-6MB/s. It is a severe performance 

bottleneck in these systems. Therefore, a better indexing technique 

must be proposed that reduces search time and computational 

overhead. Binary search tree (BST) [40] would be a good way to 

store fingerprints. When BST is stored in main memory then the 

search and update operations are performed in 𝜃(log 𝑛) time. When 

the tree is stored on disk, the depth of tree decides the return time. 

It is because all the nodes along the path from the root are visited. 

The problem becomes greater if the BST is unbalanced. Deep nodes 

in the tree have the potential of causing many disk blocks to be read. 

So the arrangement of nodes should be in such way that search 

operation should be minimum. This problem can be solved by 

balancing the tree after few updates. 

5. Proposed Work 

From the above discussion, it is clear that chunking and indexing of 

fingerprints are very important tasks. The previously proposed 

chunking methods like BSW [8], TTTD [9], TTTD-S [10], Byte 

index chunking [11], FastCDC [12] etc. are used to calculate the 

size of chunks. The chunk-size is a very important factor because it 

directly affects the performance of deduplication system. The value 

of divisor ‘D’ decides the chunk size. How to fix the value of divisor 

‘D’ is an important task. Small size chunks lead to high metadata 

overhead because overhead is proportional to the number of chunks 

and the problem with larger size chunks is that the deduplication 

ratio falls down. The previously proposed techniques do not provide 

the optimal value of divisor ‘D’ hence there is need to fulfill this 

gap by proposing a new method to find the optimal value of 

dynamic divisor ‘D’. The genetic algorithm (GA) is an evolutionary 

technique where problems are defined in the form of chromosomes 

as a computer program. GA performs predefined tasks on the set of 

chromosomes to get best results. The same technique (GA) is 

applied to find the value of divisor ‘D’. After the study of data 

deduplication literature, it is very clear that the value of divisor 

depends upon the redundant content i.e. Divisor ∝ Similarity. For 

example, if the similarity between two files is 25% then the chunk 

size should be small to get more redundancy. If the similarity 

between two files is 75% then large size chunks can easily find 

redundancy and target shifts to reduce the number of comparisons. 

From the above example, It is very clear that the value of divisor 

should be decided on the basis of similarity in datasets. Sϕrenson-

Dice coefficient, a popular method, is used to calculate the 

similarity using the mathematical expression. 

S = 
2𝐶𝐼

𝐶𝑥 + 𝐶𝑦
⁄       (1) 

where S is the similar content. 𝐶𝐼 is the number of common words 

found in both files. 𝐶𝑥 is the total count of words in file x. 𝐶𝑦 is the 

total count of words in file y. for example:  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3: The working architecture of GA based proposed algorithm
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Ram is a boy. 

He is a boy. 

Each set has four words, the intersection of these two sets results 

three elements i.e is, a, boy. The number of elements in each string 

is 4. Then Sϕrenson-Dice coefficient based similarity is: 

Similarity S = 2 ∗ 3
4 + 4⁄ = 0.75 𝑖. 𝑒. 75% 

The same method also works for the finding similarity between 

words. The various available models like unigram/ bigram/ trigram 

or complete string matching are used for searching common 

elements between two streams. 

n i g h t 

n a c h t 

The set of bigrams is searched in each word 

ni ig gh ht 

na ac ch ht 

Each set has four elements, the intersection of these two sets has 

only one element ‘ht’. The similarity is calculated based on 

Sϕrenson-Dice coefficient 

Similarity S = 2 ∗ 1
4 + 4⁄ = 0.25 𝑖. 𝑒. 25% 

The stopping criteria for GA algorithm are the optimal value of 

dynamic single divisor ‘D’. Good chunk-size variances improve 

redundancy detection by minimum computational overhead. 

Therefore, the value of divisor ‘D’ should exist in the pre-defined 

range where it can provide good size chunks. Sϕrenson-Dice 

coefficient is used to decide the range i.e. the minimum and 

maximum value for divisor according to the similarity between 

datasets. Initially, the min_value and max_value is decided by the 

minimum and maximum value of the similarity among the 

chromosomes respectively. The worst fit and best fit chromosomes 

are selected. The similarity value of worst-fit fixes the lower-bound 

(i.e. min value) of the chunk after multiplying by a factor and 

resulted value is represented by min_value. Similarly, the upper 

bound of the chunk is also calculated by multiplying a factor into 

similarity value of best-fit chromosome. The value of factor/s 

depends on the nature of the problem. Minimum and maximum 

values are the range in which the value of dynamic divisor can exist. 

After that, a random value for divisor ‘D’ is taken and proposed GA 

algorithm is applied on it. After each iteration, the value of divisor 

‘D’ is updated and checked until the stopping criteria are not met. 

For example The similarity value of the genetic population is 

calculated and let the worst-fit chromosome’s similarity value is 

25% and best-fit chromosome’s similarity value is 65%. Let factor1 

= 2 and factor2 = 40 is taken then min_value = 25 * 2 = 50 and 

max_value 65 * 40 = 2600, therefore, the value of dynamic divisor 

D should lie between 50 to 2600 bytes. The main advantage of this 

algorithm is its flexibility means the range of divisor D i.e. 

min_value and max_value can be adjusted according to nature of 

the problem. 

5.1 Algorithm 

Begin  

1. divide dataset into the genetic population/chromosomes 

2. randomly initialize the position to each chromosome  

3. while maximumcriteria or stoppingcondition is not met 

do 

3.1 evaluate the fitness of chromosomes according to 

eqn. 1 

3.2 apply roulette-wheel method to select 

chromosomes from the population 

3.3 perform crossover on selected chromosome to 

generate new population 

3.4 perform mutation on a few chromosomes of new 

generation 

3.5 replace worst fit chromosomes with new population 

and update divisor D. 

repeat from step 3. 

5.2 Flowchart 

 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 

 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 

 

Figure 4: The flowchart of the proposed algorithms’ chunking mechanism 

 
 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 

 

Figure 5: Step-by-step working of data deduplication system for proposed 

GA-based algorithm. 
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Indexing is an important phase where fingerprints are organized in 

a structured way. It is performed to check the uniqueness of data 

chunks and store or eliminate them. The techniques like DDFS [35] 

and Sparse Indexing [41] provides a powerful indexing mechanism 

but their number of comparisons are high. Binary search tree based 

indexing is gaining good attention in image vision task [40]. Binary 

search tree is a well-organized structure where lesser elements are 

always arranged in the left of root and greater elements are always 

fixed in the right of the root. It has searching and updating time of 

𝜃(log 𝑛). Hence by applying this scheme, the deduplication process 

will lead to fast searching and updating. The same indexing is used 

in proposed system to reduce time complexity and number of 

comparisons. 

MAP Function: 

1. Map function reads the input data stream. 

2. With the help of proposed GA based algorithm, the input data 

stream is split into dynamic variable size chunks. In chunking, 

the fastBUZ rolling hash function is used due to its less CPU 

overhead. 

3. Store the chunks and generate the fingerprints for each chunk 

using SHA-1. 

Reduce function: 

1. Read the fingerprint of each chunk. 

2. Compare the fingerprint by BST based index tree. 

3. Store the unique chunks and update BST index tree by their 

fingerprints. 

4. Eliminate the redundant chunk and reference them by old 

chunk. 

6. Experimental Results and Analysis 

The effectiveness and efficiency of the proposed system are 

evaluated by performing experiments on three different sized 

datasets. Three real-world datasets: VMDK, Linux, and Quanto are 

used for evaluation purpose. Each dataset is divided into variable-

size chunks. All the experiments are conducted on a single node 

cluster of Hadoop system. BSW and TTTD are designed for 

primary and secondary storage (backup) but today data volume is 

very large and stored on distributed storage. 

The specification used for experiments are given below: 

• Operating System: Linux 

• Version: Ubuntu 17.04LS 

• Tool: Hadoop 2.8.0 

• CPU: Intel® Core i3 (3.2GHz) 

• RAM: 6GB 

• HDD: 2TB, Seagate, 7200RPM 

VMDK, a standard dataset, is commonly used in real-world [16]. It 

consists of 102 full backups. Each backup is 14.48GB on average 

and 89-95% are identical to its adjacent backups. Each backup 

contains nearly 16% self-referenced chunks and thus out-of-order 

containers are dominant. Linux [17] is a generally used public 

dataset. 258 consecutive versions of unpacked Linux kernel sources 

are zipped together. The average size of each version is 413MB. 

The consecutive versions are generally 99% identical. Quanto is a 

small-sized dataset having size 464MB only. 16 consecutive back-

ups of general files are tar together. The average size of each version 

is 25MB. Its consecutive versions are generally 90% identical. All 

the experiments on each dataset are performed independently. 

The 1/10th of the dataset is taken to form the chromosomes and 

number of chromosomes and their size, both are decided according 

to size of the dataset. In short, the number of chromosomes are 

proportional to the size of the dataset. The selection criterion is 

decided to get maximum deduplication ratio at the cost of minimum 

metadata overhead. Initially, deduplication ratio and metadata 

overhead are calculated. The crossover operation is performed on 

selected chromosomes that are selected by roulette-wheel method 

[39]. The selection rate is moderate i.e. 10-15% of total population. 

The two-point crossover is applied where first and last four bits 

remain same and rest of the portion is swapped with the second one. 

After that mutation is performed on the chromosomes where two 

random bits are swapped together. Mutation rate should be less i.e. 

up to 5% only. Only the limited number of chromosomes are 

mutated i.e. one-tenth of the new population. After this, the same 

processes i.e. fitness calculation, chromosomes selection, 

crossover, and mutation are performed repeated on number of 

times. It is directly related to how much better solution is required. 

Higher the number of iterations, better the deduplication ratio. 

There should be a good trade-off between number of iteration and 

deduplication ratio because unnecessary iteration leads to 

computational overhead. As the optimal value of ‘D’ is retrieved, 

the iteration process should be stopped and this value is used to split 

the dataset into the chunks. The cryptographically secured hash 

signature (i.e. SHA-1) is applied to generate the fingerprints from 

chunks. Then these fingerprints are indexed in the form of binary 

search tree. By this way, complete deduplication process is 

performed on the datasets.  

The characteristics of these datasets are shown in table 1. Table 2 

shows the parameter configuration for the BSW [8], TTTD [9], and 

the proposed algorithm. Chunk size distributions of BSW, TTTD 

and the proposed algorithm is shown in table 3. The deduplication 

ratio of BSW, TTTD, and the proposed algorithm is shown in table 

4. In table 5, the number of disk I/O operations for the proposed 

algorithm are compared with DDFS [35]. Figure 6 shows the graph 

for chunk size distribution of BSW, TTTD and the proposed 

algorithm. The graph for deduplication ratio analysis of BSW, 

TTTD, and proposed algorithm is shown in figure 7. Figure 8 shows 

the graph of percentage of total number of comparisons in DDFS 

and proposed algorithm. 

Table 1: Characteristics of VMDK, Linux, and Quanto dataset for proposed 

algorithm 

Dataset 

Name 

Total 

Size 

Number 

of back-

ups 

Deduplication 

ratio 

Average 

chunk size 

VMDK 0.72TB 51 53.37 10.3KB 
Linux 104GB 258 78.13 11.9KB 

Quanto 464MB 16 79.07 11.5KB 

Table 2: Parameters configuration for the BSW, TTTD and proposed 

algorithm 

Algorith

m 

Windo

w Size 

(Bytes) 

Main 

Diviso

r 

Second 

Diviso

r 

Maximum 

Threshold 

Minimum 

Threshold 

BSW 48 1000 N/A N/A N/A 

TTTD 48 540 270 2800 460 
Proposed 48 470 N/A 2300 600 

Table 3: Chunk size distributions of the BSW, TTTD, and the proposed algorithm 

Interval (Bytes) BSW TTTD Proposed 

VMDK Linux Quanto VMDK Linux Quanto VMDK Linux Quanto 

<48(%) 0 0 NA 01.72 01.03 2.86 0 0 NA 
48-459(%) 35.29 40.82 42.63 40.16 31.76 43.32 3.15 2.63 3.67 

460-799(%) 18.72 20.01 21.45 27.23 21.68 28.57 10.34 9.81 11.43 

800-1199(%) 15.46 14.59 15.01 13.82 14.55 13.59 30.66 30.11 31.37 
1200-1599(%) 11.13 8.17 10.37 7.58 9.89 6.28 25.47 26.12 25.74 

1600-1999(%) 7.85 4.56 6.18 4.03 7.36 2.47 18.22 20.07 18.01 

2000-2399(%) 4.21 3.79 3.99 2.91 6.73 1.41 8.73 7.18 6.85 
2400-2799(%) 2.97 2.87 0.29 2.43 5.77 1.19 2.97 2.64 2.17 

>=2800(%) 4.37 5.19 0.08 0.12 1.23 0.31 0.46 1.44 0.76 
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Figure 6: Chunk size distribution of BSW, TTTD, and the proposed algorithm 

Table 4: Deduplication ratio of the BSW, TTTD, and the proposed algorithm 

Interval (Bytes) BSW TTTD Proposed 

VMDK Linux Quanto VMDK Linux Quanto VMDK Linux Quanto 

<48(%) NA NA NA 0.29 0.35 0.32 0 0 NA 

48-459(%) 0.63 0.71 0.67 0.70 0.76 0.73 0.80 0.82 0.81 
460-799(%) 0.58 0.64 0.61 0.62 0.70 0.66 0.77 0.81 0.79 

800-1199(%) 0.52 0.60 0.56 0.58 0.66 0.62 0.74 0.78 0.76 

1200-1599(%) 0.45 0.54 0.49 0.51 0.57 0.54 0.69 0.75 0.72 
1600-1999(%) 0.38 0.47 0.42 0.44 0.50 0.47 0.65 0.71 0.68 

2000-2399(%) 0.32 0.41 0.35 0.38 0.44 0.41 0.60 0.66 0.63 

2400-2799(%) 0.26 0.34 0.29 0.37 0.41 0.39 0.51 0.57 0.55 
>=2800(%) 0.19 0.26 0.21 0.34 0.38 0.36 0.39 0.46 0.43 

 

 
Figure 7: Deduplication ratio analysis of the BSW, TTTD and the proposed algorithm 

Table 5:  Number of disk I/O operations performed with or without summary vector and locality preserved caching, and proposed BST based indexing. 

 VMDK Linux Quanto 

# disk I/Os % of total # disk I/O % of total % disk I/O % of total 

No Summary vector and No Locality Preserved 

Caching 

90,208,831 100% 12,092,322 100% 5,368 100% 

Summary Vector Only 75,207,102 83.37% 9,858,870 81.53% 4,438 82.69% 

Locality Preserved Caching 15,894,796 17.62% 2,280,611 18.86% 978 18.23% 

Summary Vector and Locality Preserved Caching 893,067 0.99% 55,624 0.46% 30 0.57% 

Proposed Algorithm (BST based Indexing) 6,440,910 7.14% 1,799,337 14.88% 449 8.37% 

 

 
Figure 8: Percentage of total number of comparisons of DDFS and proposed algorithm.
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7. Conclusion and Future Scope 

In nutshell, the chunking schemes face the problem of very large 

and small chunk size. Another problem is about high disk I/O 

operations in indexing. The proposed approach mainly concentrates 

on chunking and indexing in distributed data deduplication system. 

The proposed approach uses GA to find the value of dynamic single 

divisor D for cut-points of the chunk. GA’s main focus is to achieve 

good deduplication ratio but it takes a little bit extra time. The 

systems like DDFS, Sparse-indexing scheme work mainly on 

decreasing the number of comparisons and their average 

comparisons are 18% and 26% respectively. However, there is need 

to maintain a separate index for each node. The proposed algorithm 

takes only 7-15% comparisons; this is a remarkable achievement. 

If BST-indexing is applied on large scale system, it may not offer 

full performance due to very large index size. Moreover, DDFS and 

Sparse-indexing work on a single system and proposed model work 

on the distributed system. Finally, the result shows that the GA-

based proposed system achieved better deduplication ratio and 

indexing than earlier systems. In future, other evolutionary 

techniques or advanced versions of GA may be applied to optimize 

the computational cost. 
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